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Choose k& most informative points! <
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Store Cholesky factor — O(Nk?)!
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Cholesky Factorization by Selection

Apply column-wise
— sparse approx. of GP

Maximum mutual information
— minimum KL-divergence 10

naive
—— selection

Improves approx. algorithm of *

KL-divergence
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